## Lecture 6 - Energy

## A Puzzle...

Recall that the Taylor series of a function $f[x]$ about the point $x=a$ equals

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{f^{(n)}[a]}{n!}(x-a)^{n}=f[a]+\frac{f^{\prime}[a]}{1!}(x-a)+\frac{f^{\prime \prime}[a]}{2!}(x-a)^{2}+\frac{f^{\prime \prime \prime}[a]}{3!}(x-a)^{3}+\cdots \tag{1}
\end{equation*}
$$

Examples

1. What is a Taylor series useful for?
2. What is special about the Taylor series around a local minimum or maximum?
3. Prove that $e^{x}, \operatorname{Cos}[x]$, and $\operatorname{Sin}[x]$ are all exactly equal to their Taylor series. This is not true of functions in general.

## Solutions

1. One useful function of a Taylor series is that allows you to approximate the function $f[x]$ around the region $x=a$, regardless of how complicated $f[x]$ is! As a simple example, here we approximate $\operatorname{Sin}[x]$ with successively higher orders of the Taylor series.


But the power of the Taylor series comes in its ability to approximate any function $f[x]$ around any point. For example, suppose for some physics problem you need to compute how $\operatorname{Sin}\left[e^{\left(x^{2}\right)}-1\right]$ behaves around $x=0$. The Taylor series equals $\operatorname{Sin}\left[e^{\left(x^{2}\right)}-1\right] \approx x^{2}+\frac{x^{4}}{2}+O\left[x^{5}\right]$; therefore, very close to $x=0, \operatorname{Sin}\left[e^{\left(x^{2}\right)}-1\right] \approx x^{2}$ and we can replace a very complicated function by a simple quadratic function.
Similarly, when we make the small angle approximations $\operatorname{Cos}[x] \approx 1$ and $\operatorname{Sin}[x] \approx x$ around $x=0$, we are expanding these functions to lowest order in their Taylor series.
2. If $a$ is a local minimum or maximum, $f^{\prime}[a]=0$ and therefore around $x=a$,

$$
\begin{equation*}
f[x] \approx f[a]+\frac{f^{\prime \prime}[a]}{2!}(x-a)^{2}+O\left[(x-a)^{3}\right] \tag{2}
\end{equation*}
$$

so we can replace $f[x]$ by a quadratic function (typically you want one additional term beyond the $0^{\text {th }}$ order
constant).
3. One of the defining properties of $e^{x}$ is that it equals its own derivative. If the Taylor series of $e^{x}$ also equals its own derivative, then the Taylor series must equal $c_{1} e^{x}$ (you can prove this to yourself by solving the differential equation $y^{\prime}[x]=y[x]$ ). The Taylor series of $\boldsymbol{e}^{x}$ equals

$$
\begin{equation*}
\sum_{j=0}^{\infty} \frac{x^{j}}{j!}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \tag{3}
\end{equation*}
$$

so its derivative equals

$$
\begin{equation*}
\frac{d}{d x}\left[\sum_{j=1}^{\infty} \frac{x^{j}}{j!}\right]=\sum_{j=0}^{\infty} \frac{j x^{j-1}}{j!}=\sum_{j=1}^{\infty} \frac{x^{j-1}}{(j-1)!}=\sum_{j=0}^{\infty} \frac{x^{j}}{j!} \tag{4}
\end{equation*}
$$

Thus the Taylor series must equal $c_{1} e^{x}$ and plugging in $x=0$ shows that $c_{1}=1$, proving that the Taylor series of $e^{x}$ equals $e^{x}$ exactly!

This does not hold for general functions, but it does hold for $\operatorname{Sin}[x]$ and $\operatorname{Cos}[x]$, as you can prove to yourself analogously to the method shown above. Therefore, another definition of these trig functions equals

$$
\begin{align*}
& \operatorname{Sin}[x]=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\cdots=\sum_{j=0}^{\infty}(-1)^{j} \frac{x^{2 j+1}}{(2 j+1)!} \\
& \operatorname{Cos}[x]=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\cdots=\sum_{j=0}^{\infty}(-1)^{j} \frac{x^{2 j}}{(2 j)!} \tag{5}
\end{align*}
$$

## Energy

## Energy in ID

Consider a one dimensional force $F[x]$ acting in the $\hat{x}$ direction which only depends upon position. We can write

$$
\begin{align*}
F[x] & =m a \\
& =m \frac{d v}{d t} \\
& =m \frac{d v}{d x} \frac{d x}{d t}  \tag{6}\\
& =m v \frac{d v}{d x}
\end{align*}
$$

Multiplying both sides by $d x$ and integrating (say $x$ ranges from $x_{0}$ to $x$ and $v$ from $v_{0}$ to $v$ (note that technically our integration variables should be $x^{\prime}$ and $v^{\prime}$, but that notation is cumbersome)),

$$
\begin{equation*}
\frac{1}{2} m v^{2}=E+\int_{x_{0}}^{x} F[x] d x \tag{7}
\end{equation*}
$$

where $E$ is a constant that depends on $x_{0}$ and $v_{0}$. Defining

$$
\begin{equation*}
V[x] \equiv-\int_{x_{0}}^{x} F[x] d x \tag{8}
\end{equation*}
$$

we find

$$
\begin{equation*}
\frac{1}{2} m v^{2}+V[x]=E \tag{9}
\end{equation*}
$$

We call the first term $\left(\frac{1}{2} m v^{2}\right)$ the kinetic energy and the second term $(V[x])$ the potential energy. If we consider the particle at two different positions $x_{1}$ and $x_{2}$, the constant $E$ must be the same in the above equation for both positions and hence we find

$$
\begin{align*}
\frac{1}{2} m v\left[x_{2}\right]^{2}-\frac{1}{2} m v\left[x_{1}\right]^{2} & =V\left[x_{1}\right]-V\left[x_{2}\right] \\
& =\int_{x_{1}}^{x_{2}} F[x] d x  \tag{10}\\
& \equiv W
\end{align*}
$$

where we have defined this last integral as the work $(W)$ of moving the particle from $x_{1}$ to $x_{2}$.
Given any potential $V[x]$, the force $F[x]=-\frac{d V}{d x}$ can be found by differentiation.

## Example

A particle with mass $m$ moves straight up against gravity (in the $z$-direction). What is the potential $V[z]$ the particle feels? Given that the particle starts with velocity $v$ on the ground, how high will it reach before it falls?

## Solution

Using the ground as the reference point,

$$
\begin{equation*}
V[z]=-\int_{0}^{z} F[z] d z=-\int_{0}^{z}(-m g) d z=m g z \tag{11}
\end{equation*}
$$

We know $\frac{1}{2} m v^{2}+V[z]=E$ is a constant for the motion of the particle. When the particle is on the ground, its total energy equals

$$
\begin{equation*}
E=\frac{1}{2} m v^{2} \tag{12}
\end{equation*}
$$

When the particle is at its maximum height $z_{\text {max }}$, its velocity is $v=0$ and its potential energy equals $V\left[z_{\max }\right]=m g z_{\max }$, which we equate to the total energy,

$$
\begin{equation*}
E=m g z_{\max } \tag{13}
\end{equation*}
$$

Setting these two relations equal to each other yields

$$
\begin{equation*}
z_{\max }=\frac{v^{2}}{2 g} \tag{14}
\end{equation*}
$$

Of course, this is the same result we found when using force analysis (in Lecture 3).
Note that the value of $V[x]$ does not have a physical meaning, since it depends on the reference point $x_{0}$. Only differences in potential matter! For example, if a mass $m$ moves up and down against gravity, then when it is at height $h$ we could say that its potential is $m g h$ relative to the ground or $m g h+(10$ meters) $g h$ relative to a reference point 10 meters below the ground. Both are correct, and as long as you maintain the same reference point throughout a problem, all physical quantities you measure will be the same. Typically, when dealing with gravity on Earth we assume the ground as the reference point; in various problems where particles go to infinity, we may choose $\infty$ as the reference point.

## Example

A point mass $m$ moves in 1D under the potential $V[x]$ shown below. You are given an initial position $x_{0}$ and an initial velocity $v_{0}$ for the particle, from which you compute $E=\frac{1}{2} m v_{0}^{2}+V\left[x_{0}\right]$. You then draw a horizontal line on your $V[x]$ plot at height $E$. Describe the motion of $m$.


## Solution

At the points where $V[x]=E=\frac{1}{2} m v^{2}+V[x]$, we must have $v=0$, indicating that the particle will have zero velocity. Looking at the particular values in the above graph, the force on the particle $F[x]=-\frac{d V}{d x}$ will accelerate the particle back into the region $x \in\left[x_{1}, x_{2}\right]$. Furthermore, we know that for all points $x \in\left(x_{1}, x_{2}\right)$ the velocity will not be zero. Therefore, the motion of the particle will be to move back and forth between $x_{1}$ and $x_{2}$ indefinitely.

If $E$ was raised so that it just hits the local maximum of $V[x]$ what is the resulting motion?


We would expect that the particle would head towards $x_{1}$ and eventually arrive there. When it does, not only will $v=0$ but also $F[x]=-\frac{d V}{d x}=0$ which implies that its acceleration is 0 . Therefore, the particle will stay at $x_{1}$ forever. However, as the next example shows, the situation can be a little bit more complicated than that.

## Will it Reach?

## Example

A particle moves toward $x=0$ under the influence of a potential $V[x]=-A|x|^{n}$ where $A>0$ and $n>0$. The particle has barely enough energy to reach $x=0$. For what values of $n$ will it reach $x=0$ in a finite time?

## Solution

The first step in any such problem is to understand what the potential looks like and get an intuitive feel for the motion.


Lets say the particle begins at $x_{0}>0$ at moves left with velocity $v_{0}$ towards the origin. What is the total energy of the particle? That the particle barely reaches the origin implies that its kinetic energy at the origin would be zero. Therefore, its total energy equals the potential energy at the origin,

$$
\begin{equation*}
E=V[0]=0 \tag{15}
\end{equation*}
$$

Conservation of energy (kinetic plus potential energy) at an arbitrary $x$ yields

$$
\begin{equation*}
0=E=\frac{1}{2} m v^{2}-A x^{n} \tag{16}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{d x}{d t}=v=-\left(\frac{2 A}{m}\right)^{1 / 2} x^{n / 2} \tag{17}
\end{equation*}
$$

Upon rearranging terms,

$$
\begin{equation*}
\frac{d x}{x^{n / 2}}=-\left(\frac{2 A}{m}\right)^{1 / 2} d t \tag{18}
\end{equation*}
$$

which we can integrate to find

$$
\begin{gather*}
\int_{x_{0}}^{0} \frac{d x}{x^{n / 2}}=-\int_{0}^{t}\left(\frac{2 A}{m}\right)^{1 / 2} d t  \tag{19}\\
\frac{\left(x_{0}\right)^{1-\frac{n}{2}}}{1-\frac{n}{2}}=\left(\frac{2 A}{m}\right)^{1 / 2} t \tag{20}
\end{gather*}
$$

Note that the integral on the left-hand side only converges when $n<2$. For $n \geq 2$ the integral does not converge so the particle does not reach the origin in a finite amount of time. For example, a mass climbing up a triangle with just the right amount of energy would reach the peak in a finite amount of time, but a mass climbing up a circle would not (because at the top of a circle, the potential looks like a downwards parabola).

An exceptionally important special case is when a particle is climbing towards any local maximum (such as the one shown in the Example above). Suppose the local maximum occurs at $x=x_{\max }$. Then $V^{\prime}\left[x_{\max }\right]=0$, and therefore the Taylor series of the potential at the local maximum is of the form $V[x] \approx V\left[x_{\max }\right]-\frac{1}{2} V^{\prime \prime}\left[x_{\max }\right] x^{2}+\cdots$ so that the particle will take an infinite amount of time to reach the local maximum!

## Conservative Forces

For some forces, the work done depends on how the particle moves. Such is the case for forces that depend on $t$ or $v$, because it then matters when or how quickly the particle goes from $x_{1}$ to $x_{2}$. A common example of such a force is friction. If you slide a brick across a table from $x_{1}$ to $x_{2}$, then the work done by friction equals $-\mu m g\left|x_{2}-x_{1}\right|$. But if you slide the brick by wiggling it back and forth for an hour before you finally reach $x_{2}$, then the amount of negative work done by friction will be very large. Since friction always opposes the motion (i.e. friction lies along the direction $-\vec{v}$ ), the contributions to the $W=\int F d x$ integral are always negative, so there is never any cancellation. The result is therefore a large negative number.
We define a conservative force as one for which the work done on a particle between two given points is independent of how the particle makes the journey. For example, in one dimension, any force $F[x]$ that only depends on the position $x$ is conservative because the work

$$
\begin{align*}
W & =\int_{x_{1}}^{x_{2}} F[x] d x \\
& =\int_{x_{1}}^{x_{2}} m a d x \\
& =\int_{x_{1}}^{x_{2}} m \frac{d v}{d t} d x \\
& =\int_{x_{1}}^{x_{2}} m \frac{d v}{d x} \frac{d x}{d t} d x  \tag{21}\\
& =\int_{x_{1}}^{x_{2}} m v \frac{d v}{d x} d x \\
& =\frac{1}{2} m v\left[x_{2}\right]^{2}-\frac{1}{2} m v\left[x_{1}\right]^{2}
\end{align*}
$$

only depends on the endpoints and is independent of how the particle moves. Although we can always define the work done by any force, we can only talk about potential energy associated with a force if the force is conservative. Energy is conserved within a system when:

- All forces are conservative
- All entities that emit forces are part of your system

When condition 2 is not met, energy can either decrease (e.g., friction) or increase (e.g., a particle rolls into a fast moving stream and picks up velocity). For example, consider the following problem. Since there are no dissipative forces, the energy must be conserved if we consider the entire system. But what is that system?

## Rotating Hemisphere

## Example

A marble of mass $m$ is deposited inside a hemispherical bowl of radius $R$, as shown in the figure. The bowl is then spun around its vertical axis with a constant angular velocity $\omega$. The marble eventually settles at a distance $r$ from the bowl's vertical axis while rotating around that axis with the same angular velocity $\omega$ as the bowl itself. Is the energy of the mass conserved throughout its motion, and if not where does the energy come from?


## Solution

Energy is not conserved. For example, suppose the particle starts off very near the bottom of the hemisphere where its velocity will be approximately 0 (since it is so close to the rotation axis $\vec{\omega}$ and $\vec{v}=\vec{r} \times \vec{\omega}$ ). Therefore, its initial energy is approximately 0 . Defining the bottom of the hemisphere as the reference point for our gravitational potential, we see that the particle will move outwards (in the rotated reference frame by the centrifugal force) until it settles at an equilibrium height. At this point, the gravitational potential energy will be $m g h$ where $h=R-\sqrt{R^{2}-r^{2}}$ while the kinetic energy will equal $\frac{1}{2} m v^{2}$ where $v=\omega r$. Thus the mass will end up with an energy far larger than 0 , and so energy is most certainly not conserved.
In this case, the extra energy come from whatever mechanism is maintaining a constant angular velocity $\omega$. For as the particle moves outward, it becomes more and more difficult to rotate the hemisphere (think of how a baseball bat is harder to swing if you place a weight at the far end rather than if you place the same weight right near your grip (we will discuss this more rigorously once we learn about the moment of inertia)), and hence something must exert more force to keep the hemisphere rotating at $\omega$. That extra force is what gives the mass its difference in energy.

## Energy in 3D

In 3D, Newton's 2nd law becomes $\vec{F}=m \vec{a}$ where

$$
\begin{equation*}
\vec{F}=F_{x} \hat{x}+F_{y} \hat{y}+F_{z} \hat{z} \tag{22}
\end{equation*}
$$

and

$$
\begin{align*}
\stackrel{\rightharpoonup}{a} & =\frac{d v_{x}}{d t} \hat{x}+\frac{d v_{y}}{d t} \hat{y}+\frac{d v_{z}}{d t} \hat{z} \\
& =\frac{d v_{x}}{d x} \frac{d x}{d t} \hat{x}+\frac{d v_{y}}{d y} \frac{d y}{d t} \hat{y}+\frac{d v_{z}}{d z} \frac{d z}{d t} \hat{z}  \tag{23}\\
& =v_{x} \frac{d v_{x}}{d x} \hat{x}+v_{y} \frac{d v_{y}}{d y} \hat{y}+v_{z} \frac{d v_{z}}{d z} \hat{z}
\end{align*}
$$

Thus writing Newton's 2nd law component wise and rearranging, we obtain

$$
\begin{align*}
& F_{x} d x=m v_{x} d v_{x}  \tag{24}\\
& F_{y} d y=m v_{y} d v_{y}  \tag{25}\\
& F_{z} d z=m v_{z} d v_{z} \tag{26}
\end{align*}
$$

Adding these three equations together,

$$
\begin{equation*}
F_{x} d x+F_{y} d y+F_{z} d z=m\left(v_{x} d v_{x}+v_{y} d v_{y}+v_{z} d v_{z}\right) \tag{27}
\end{equation*}
$$

Integrating from $\left(x_{0}, y_{0}, z_{0}\right)$ to $(x, y, z)$,

$$
\begin{equation*}
E+\int_{x_{0}}^{x} F_{x} d x+\int_{y_{0}}^{y} F_{y} d y+\int_{z_{0}}^{z} F_{z} d z=\frac{1}{2} m\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)=\frac{1}{2} m v^{2} \tag{28}
\end{equation*}
$$

where $E$ is the constant of integration that we lovingly call energy. Note that the integral on the left-hand side may depend on the path of integration chosen (we will discuss this shortly). Denote $d \vec{r}=d x \hat{x}+d y \hat{y}+d z \hat{z}$ so that the three integrals on the left-hand side can be compactly written as

$$
\begin{equation*}
\int_{\vec{r}_{0}}^{\vec{r}} \stackrel{\rightharpoonup}{F}\left[\vec{r}^{\prime}\right] \cdot d \vec{r}^{\prime} \equiv \int_{x_{0}}^{x} F_{x} d x+\int_{y_{0}}^{y} F_{y} d y+\int_{z_{0}}^{z} F_{z} d z \tag{29}
\end{equation*}
$$

Substituting this in,

$$
\begin{equation*}
E=\frac{1}{2} m v^{2}-\int_{\vec{r}_{0}}^{\vec{r}} \vec{F}^{\prime}\left[\vec{r}^{\prime}\right] \cdot d \vec{r}^{\prime} \tag{30}
\end{equation*}
$$

Just as in the 1D case, we now define the potential

$$
\begin{equation*}
V[\vec{r}] \equiv-\int_{\vec{r}_{0}}^{\vec{r}} \stackrel{\rightharpoonup}{F}\left[\vec{r}^{\prime}\right] \cdot d \vec{r}^{\prime} \tag{31}
\end{equation*}
$$

so that we can write

$$
\begin{equation*}
E=\frac{1}{2} m v^{2}+V[\vec{r}] \tag{32}
\end{equation*}
$$

which is the 3 D analog of the 1 D conservation of energy equation that we found above.

## Advanced Section: Defining a Potential

## A Weird Wire

## Example

A bead, under the influence of gravity, slides along a frictionless wire whose height is given by the function $y[x]$.
Assume that at position $(x, y)=(0,0)$ the wire is vertical and the bead passes this point with a given speed $v_{0}$ downward. What should the shape of the wire be (that is, what is $y$ as a function of $x$ ) so that the vertical speed remains $v_{0}$ at all times?


## Solution

We orient positive velocities as up and to the right, as usual. We want for the downwards component of the velocity to remain $-v_{0}$ the entire time. By conservation of energy,

$$
\begin{equation*}
\frac{1}{2} m v_{0}^{2}=\frac{1}{2} m\left(v_{x}^{2}+v_{0}^{2}\right)+m g y \tag{44}
\end{equation*}
$$

which yields

$$
\begin{equation*}
v_{x}=\sqrt{-2 g y} \tag{45}
\end{equation*}
$$

The negative sign is good because $y$ will be negative for all positive $x$ values. The velocity $\vec{v}=v_{x} \hat{x}-v_{0} \hat{y}$ must be parallel to the wire, and hence

$$
\begin{equation*}
\frac{d y}{d x}=-\frac{v_{0}}{v_{x}}=-\frac{v_{0}}{\sqrt{-2 g y}} \tag{46}
\end{equation*}
$$

Rearranging terms,

$$
\begin{equation*}
i y^{1 / 2} d y=\sqrt{-y} d y=-\frac{v_{0}}{\sqrt{2 g}} d x \tag{47}
\end{equation*}
$$

Let's not be alarmed by the fact that $i=\sqrt{-1}$ has appeared in the equation, as we know that it will have to drop out in the end. Integrating both sides,

$$
\begin{equation*}
\frac{2}{3} i y^{3 / 2}=-\frac{v_{0}}{\sqrt{2 g}} x+C \tag{48}
\end{equation*}
$$

where the point $(x, y)=(0,0)$ shows us that $C=0$. Note that on the left-hand side,

$$
\begin{align*}
i y^{3 / 2} & =i y y^{1 / 2} \\
& =y \sqrt{-y} \\
& =-(-y) \sqrt{-y}  \tag{49}\\
& =-(-y)^{3 / 2}
\end{align*}
$$

Thus the above equation becomes

$$
\begin{equation*}
\frac{2}{3}(-y)^{3 / 2}=\frac{v_{0}}{\sqrt{2 g}} x \tag{50}
\end{equation*}
$$

Some more simplifying yields

$$
\begin{gather*}
(-y)^{3 / 2}=\frac{3 v_{0} g}{(2 g)^{3 / 2}} x  \tag{51}\\
-y=\frac{\left(3 v_{0} g x\right)^{2 / 3}}{2 g}  \tag{52}\\
y=-\frac{\left(3 v_{0} g x\right)^{2 / 3}}{2 g} \tag{53}
\end{gather*}
$$

which is the desired form $y[x]$.
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